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Advanced Analytical Theory and Methods : 

Overview of Clustering



Overview ofClustering

Å In general, clustering is the use of unsupervised techniques for grouping  similarobjects.

Å In machine learning, unsupervised refers to the problem of finding hidden  structure within 
unlabeleddata.

Å Clustering techniques are unsupervised in the sense that the data scientist  does not 
determine, in advance, the labels to apply to theclusters.

Å The structure of the data describes the objects of interest and determines  how best to 
group the objects.
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Overview ofClustering

ÅFor example, based on ŎǳǎǘƻƳŜǊǎΩpersonal
income, it is straightforward to divide the
customers into three groups depending on
arbitrarily selectedvalues.

ÅEarnlessthan $10,000

ÅEarnbetween$10,000and$99,999

ÅEarn$100,000or more
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Overview ofClustering

Å Clustering is a method often used for exploratory analysis of the data. In  
clustering, there are no predictionsmade.

Å Rather, clustering methods find the similarities between objects according  to the 
object attributes and group the similar objects into clusters.

Å Clustering techniques are utilized in marketing, economics, and various  branches 
of science.

Å A popular clustering method isk-means.
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KMeans
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K-Means

Å Given a collection of objects each with n measurable
attributes,k-meansisananalyticaltechniquethat, for a chosen
valueof k, identifiesk clustersof objectsbasedon theƻōƧŜŎǘǎΩ
proximityto the center of the k groups.

Å The center is determined as the arithmetic average  (mean) 
ƻŦ ŜŀŎƘ ŎƭǳǎǘŜǊΩǎ ƴ-dimensional vector of  attributes.

Å The following illustrates three clusters of objects with two
attributes. Eachobject in the datasetis representedby a small
dot color-coded to the closest large dot, the mean of the
cluster.
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K-Means

UseCases

ÅClusteringis often used as a lead-in to classification. Once the clustersare
identified, labelscanbe appliedto eachclusterto classifyeachgroupbased on
its characteristics.

ÅClusteringis primarily an exploratorytechniqueto discoverhidden structures
of the data, possibly as a prelude to more focused analysisor decision
processes.

ÅSome specific applicationsof k-means are image processing,medical, and
customersegmentation.
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K-Means
ImageProcessing
ÅVideo is one exampleof the growingvolumesof unstructureddata being

collected.

ÅWithin each frame of a video, k-meansanalysiscan be used to identify
objectsin the video.

ÅFor eachframe, the task is to determine which pixelsare most similar to
eachother.

ÅTheattributes of eachpixel canincludebrightness,color, and location,the
x andy coordinatesin the frame.

ÅWith securityvideo images,for example,successiveframesare examined
to identify anychangesto the clusters. Thesenewlyidentifiedclustersmay
indicateunauthorizedaccessto a facility.
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K-Means
Medical

ÅPatient attributes such as age, height, weight, systolic and
diastolic blood pressures, cholesterol level, and other
attributescanidentify naturally occurringclusters.

ÅTheseclusterscould be used to target individualsfor specific
preventive measuresor clinicaltrial participation.

ÅClustering,in general,is useful in biology for the classification
of plantsand animalsaswell asin the field of humangenetics.
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K-Means
Customer Segmentation
ÅMarketing and sales groups use k-means to better identify

customerswho havesimilarbehaviorsandspendingpatterns.

ÅFor example, a wireless provider may look at the following
customer attributes: monthly bill, number of text messages,
data volume consumed, minutes used during various daily
periods,andyearsasa customer.

ÅThe wireless company could then look at the naturally
occurring clusters and consider tactics to increasesalesor
reducethe customerchurn rate, the proportion of customers
who endtheir relationshipwith a particular company.
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K Means Overview of themethod
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K-Means Overview of themethod

Overview of the Method
ÅTo illustrate the method to find k clusters from a collection of M objects  with n 

attributes, the two-dimensional case (n = 2) isexamined.

Å It is much easier to visualize the k-means method in two dimensions.

ÅBecauseeachobject in this examplehastwo attributes, it is usefulto consider
eachobject correspondingto the point [Xi,Yi],where x and y denote the two
attributesandi = 1, 2ΧM.

ÅFor a givencluster of m points (m <= M), the point that correspondsto the
ŎƭǳǎǘŜǊΩǎmeaniscalleda centroid.

Å In mathematics,a centroid refers to a point that correspondsto the centerof
massfor anobject.
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K-Means Overview of themethod
Å The k-means algorithm to find k clusters can be described in the  following 

four steps.

1. Choose the value of k and the k initial guesses for the centroids.

In this example, k = 3, and the initial centroids are indicated by the  points 
shaded in red, green, and blue in Figure4.2.

2.Compute the distance from each data point [Xi,Yi] to each centroid.  Assign each point 
to the closest centroid. This association defines the first k  clusters.

In two dimensions, the distance, d, between any two points,  [X1,Y1] and [X2,Y2] 
in the Cartesian plane is typically expressed by  using the Euclidean distance
measure.
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K-Means Overview of themethod
3. Compute the centroid, the center of mass, of each newly defined cluster  
from Step2.

Å In two dimensions, the centroid (Xc,Yc) of the m points in a k-means  
cluster is calculated asfollows

4. Repeat Steps 2 and 3 until the algorithm converges to ananswer.

1. Assign each point to the closest centroid computed in Step3.

2. Compute the centroid of newly definedclusters.

3. Repeat until the algorithm reaches the finalanswer.

Å Convergenceis reachedwhen the computed centroids do not changeor the
centroidsand the assignedpoints oscillatebackand forth from one iteration to
the next. Thelatter casecanoccurwhen there are one or more points that are
equaldistancesfrom the computedcentroid.
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K-Means Overview of themethod
Determiningthe Numberof Clusters

Å With the precedingalgorithm, k clusterscan be identified in a given
dataset,but what valueof k shouldbeselected?

Å The value of k can be chosenbasedon a reasonableguessor some
predefinedrequirement.

Å However,even then, it would be good to know how much better or
worse having k clusters versusk ς1 or k + 1 clusters would be in
explainingthe structureof the data.

Å Next, a heuristic using the Within Sum of Squares(WSS)metric is
examinedto determinea reasonablyoptimalvalueof k.

Å WSSisdefinedas
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K-Means Overview of themethod
Å In other words,WSSis the sumof the squaresof the distancesbetween

eachdatapoint andthe closestcentroid.

Å The term indicatesthe closestcentroid that is associatedwith the ith
point.

Å If the pointsare relativelycloseto their respectivecentroids,the WSSis
relativelysmall. Thus,if k + 1 clustersdo not greatlyreducethe valueof
WSSfrom the casewith only k clusters,there may be little benefit to
addinganothercluster.
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K Means Diagnostics - Reasons to Choose  
andCautions
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Diagnostics
Diagnostics

Å The heuristic using WSS can provide at least several possible k values to  
consider.

Å When the number of attributes is relatively small, a common approach  
to further refine the choice of k is to plot the data to determine how  
distinct the identified clusters are from eachother.

Å In general, the following questions should be considered.

Å Are the clusters well separated from eachother?

Å Do any of the clusters have only a fewpoints?

Å Do any of the centroids appear to be too close to eachother?
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Diagnostics
Å In the first case, ideally the plot would look like the one shown in Figure  

1, when n = 2.

Å The clusters are well defined, with considerable space between the four  
identifiedclusters.

Å However, in other cases, such as Figure 2, the clusters may be close to  
each other, and the distinction may not be soobvious.
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Diagnostics
Å In such cases, it is important to apply some judgment on whether  

anything different will result by using moreclusters.

Å For example, Figure 3 uses six clusters to describe the same dataset as  
used in Figure 2.

Å If using more clusters does not better distinguish the groups, it is almost  
certainly better to go with fewerclusters.
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Reasons to Choose andCautions
Å K-meansis a simple and straightforwardmethod for defining clusters.

Onceclustersand their associatedcentroidsare identified, it is easyto
assignnew objects(for example,new customers)to a clusterbasedon
theƻōƧŜŎǘΩǎdistancefrom the closestcentroid.

Å Becausethe method is unsupervised,usingk-meanshelpsto eliminate
subjectivityfrom the analysis.

Å Althoughk-meansis consideredan unsupervisedmethod, there are still
severaldecisionsthat the practitionermustmake:

Å Whatobjectattributesshouldbe includedin the analysis?

Å What unit of measure (for example, miles or kilometers) should be used  
for eachattribute?

Å Do the attributes need to be rescaled so that one attribute does not  
have a disproportionate effect on the results?

Å What other considerations mightapply?
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Reasons to Choose andCautions
ObjectAttributes

Å Regardingwhich object attributes (for example,ageand income)to use
in the analysis,it is important to understandwhat attributes will be
knownat the time a newobjectwill beassignedto a cluster.

Å TheDataScientistmay havea choiceof a dozenor more attributes to
usein the clusteringanalysis.

Å Wheneverpossibleand based on the data, it is best to reduce the
numberof attributesto the extentpossible.

Å Too many attributes can minimize the impact of the most important
variables.

Å Also, the use of several similar attributes can place too much
importanceon onetypeof attribute.

Å When dealing with the problem of too many attributes, one useful
approachis to identify anyhighlycorrelatedattributes anduseonly one
or two of the correlatedattributesin the clusteringanalysis.
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Reasons to Choose andCautions
Unitsof Measure

Å Froma computationalperspective,the k-meansalgorithm is somewhat
indifferent to the units of measurefor a given attribute (for example,
metersor centimetersfor aǇŀǘƛŜƴǘΩǎheight).

Å However,the algorithmwill identify different clustersdependingon the
choiceof the unitsof measure.

Rescaling

Å Attributes that are expressedin dollars are common in clustering
analysesandcandiffer in magnitudefrom the other attributes.

Å For example, if personal income is expressedin dollars and age is
expressedin years,the incomeattribute, often exceeding$10,000, can
easily dominate the distancecalculationwith agestypically less than
100years.
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DECISIONTREE
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MachineLearning

Å What is machine learning?  

Part of AI
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MachineLearning

Å What is machinelearning?

A system gets ability to automatically learn and improve based on  
experience.
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MachineLearning

Types of MachineLearning
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MachineLearning

Types of MachineLearning
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DecisionTree
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DecisionTree
Most classificationmethodsare supervised,in that they start with a training
set of prelabeledobservationsto learn how likely the attributes of these
observations may contribute to the classification of future unlabeled
observations.

ÅClassification is widely used for predictionpurposes.

Example

ÅClassification can help health care professionals diagnose heart disease  
patients.

ÅBased on an e-ƳŀƛƭΩǎ ŎƻƴǘŜƴǘΣ Ŝ-mail providers also use classification to  
decide whether the incoming e-mail messages arespam.
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DecisionTree
ÅDecisionTree algorithm belongsto the family of supervised

learningalgorithms.

ÅUnlike other supervisedlearning algorithms, decision tree
algorithmcanbe usedfor solvingregressionandclassification
problemstoo.

ÅA decision tree (also called prediction tree) uses a tree
structure to specify sequences of decisions and
consequences.
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DecisionTree
Å Given input X=(x1,x2..xn), the goal is to predict a responseor output

variableY.

Å Each member of the set (x1,x2 Xn) is called an inputvariable.

Å The prediction can be achievedby constructinga decisiontree with test
pointsandbranches.

Å At each test point, a decision is made to pick a specific branch and
traverse down the tree. Eventually, a final point is reached, and a
predictioncanbemade.

Å Each test point in a decision tree involves testing a particular input
variable (or attribute), and each branch represents the decision being
made.
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DecisionTree
ÅThe input values of a decision tree can be categoricalor

continuous.

ÅA decision tree employs a structure of test points (called
nodes) and branches,which represent the decision being
made.

ÅA nodewithout further branchesiscalleda leafnode. Theleaf
nodesreturn classlabels.
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DecisionTree
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DecisionTree
Å Decision trees have two varieties: classification trees and regression  

trees.

Å Classification trees usually apply to output variables that are
categoricalτoften binaryτin nature, such as yes or no, purchaseor
not purchase,andsoon.

Å Regressiontrees,on the other hand,canapplyto output variablesthat
are numericor continuous,suchas the predictedprice of a consumer
goodor the likelihooda subscriptionwill be purchased.
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DecisionTree
Å In general,the objectiveof a decisiontree algorithm is to constructa

tree Tfrom a trainingsetS.

Å If all the recordsin Sbelongto someclassC,or if Sis sufficientlypure
(greater than a preset threshold),then that node is considereda leaf
nodeandassignedthe labelC.

Å In contrast, if not all the recordsin S belong to classC or if S is not
sufficiently pure, the algorithm selects the next most informative
attribute Aand

Å partitions Saccordingto !Ψǎvalues. Thealgorithmconstructssubtrees,
T1,T2Χfor the subsetsof Srecursivelyuntil oneof the following criteria
ismet:
ï All the leaf nodes in the tree satisfy the minimum puritythreshold.

ï The tree cannot be further split with the preset minimum puritythreshold.

ï Any other stopping criterion is satisfied (such as the maximum depth of thetree).
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DecisionTree
Å The first step in constructing a decision tree is to choose the most  

informative attribute.

Å A common way to identify the most informative attribute is to use  
entropy-based methods.

Å The entropy methods select the most informative attribute based on  
two basic measures:

ï Entropy, which measures the impurity of anattribute

ï Information gain, which measures the purity of an attribute

ï Entropy is a measure of the randomness in the information being processed. The  
higher the entropy, the harder it is to draw any conclusions from that information.

ï Example Flipping a coin

ï The entropy for a completely pure variable is 0 and is 1 for a set with equal  
occurrences for both the classes (head and tail, or yes andno).
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DecisionTree
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