,‘
Nadar Saraswathi College of
Engineering & Technology

LI STEN & LEARNE




DEPARTMENT OF COMPUTER
SCIENCE & ENGINEERING

IVth YEAR / Vlith SEMESTER

CS8091 1 BIG DATA ANALYTICS

Mr. R. Udhaya kumar, M.E.,M.B.A (ITM)., (Ph.D).,

Assistant Professor / CSE

Nadar Saraswathi College of Engineering & Technology,
Vadapudupatti, Annanji (po), Theni i 625531.




TOPICS

UNIT I CLUSTERING AND CLASSIFICATION 9
Advanced Analytical Theory and Methods: Overview of Clustering - K-means - Use Cases -

Overview of the Method - Determining the Number of Clusters - Diagnostics - Reasons to
Choose and Cautions .- Classification: Decision Trees - Overview of a Decision Tree - The
General Algorithm - Decision Tree Algorithms - Evaluating a Decision Tree - Decision Trees in
R - Naive Bayes -B a y eTha@orem - Naive Bayes Classifier.

Department of CSE, NSCHieni

Mmlt;r Saraswathi |:EI||;QE of
Engineering & Technology



UNIT 02

CLUSTERING AND
CLASSIFICATION

Wy




Advanced Analytical Theory and Methods :
Overviewof Clustering
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Overview ofClustering

A Ingeneral, clusterings the useof unsupervised techniques for grouping simdajects.

A Inmachine learning, unsupervised refégsthe problem offinding hidden structure within
unlabeleddata.

A Clustering techniques are unsupervisedhe sense that the data scientisioes not
determine,in advance, the labels to apply to tlekisters.

A Thestructure ofthe datadescribeghe objects of interesanddetermines howbest to
groupthe objects.
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Overview ofClustering

A For example, based on O dza i 2 pessdthl Q
Income, it Is straightforward to divide the
customers into three groups depending on
arbitrarily selectedvalues

A Earnlessthan $10,000
A Earnbetween$10,000and $99,999
A Earn$100,0000r more
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Overview ofClustering

A Clusterings amethod oftenusedfor exploratory analysis dhe data.In
clustering, there ar@o predictionsmade.

A Rather, clustering methodsd the similarities between objects accordirtg the
object attributesandgroupthe similar objectsnto clusters.

A Clustering techniques are utilizéimarketing, economicsindvarious branches
of science.

A Apopular clustering methois k-means.
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KMeans
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K-Means

A Given a collection of objects each with n measurable
attributes, k-meansis an analyticaltechniquethat, for achosen
valueof k, identifiesk clustersof objectsbasedonthe2 6 2 SO :
proximityto the center of the k groups

A Thecenteris determinedas thearithmetic average (mean)
2F S| OK -dhferkanaledidind attyibutes.

A The following illustrates three clusters of objects with two
attributes. Eachobjectin the datasetis representedby a small
dot color-coded to the closest large dot, the mean of the
cluster
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K-Means

UseCases

A Clusteringis often used as a lead-in to classification Once the clustersare
identified, labelscanbe appliedto eachclusterto classifyeachgroupbased on
its characteristics

A Clusteringis primarily an exploratorytechniqueto discoverhidden structures
of the data, possibly as a prelude to more focused analysisor decision

Processes

A Some specific applications of k-means are image processing,medical, and
customersegmentation
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K-Means

ImageProcessing

A Videois one exampleof the growing volumesof unstructureddata being
collected

A Within each frame of a video, k-meansanalysiscan be usedto identify
objectsin the video.

A Foreachframe, the taskis to determine which pixelsare most similar to
eachother.

A Theattributes of eachpixel caninclude brightness,color, and location, the
X andy coordinatesn the frame.

A With securityvideo images,for example,successivdramesare examined
to identify anychangedo the clusters Thesenewlyidentified clustersmay
Indicateunauthorizedaccesgo a facility.

Department of CSE, NSCHieni



K-Means

Medical

A Patient attributes such as age, height, weight, systolic and
diastolic blood pressures, cholesterol level, and other

attributes canidentify naturally occurringclusters

A Theseclusterscould be usedto target individualsfor specific
preventive measurer clinicaltrial participation

A Clustering,in general,is usefulin biology for the classification
of plantsand animalsaswell asin the field of humangenetics
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K-Means

Customer Segmentation

A Marketing and sales groups use k-meansto better identify
customersvho havesimilarbehaviorsandspendingpatterns

A For example, a wireless provider may look at the following
customer attributes: monthly bill, number of text messages,
data volume consumed, minutes used during various daily
periods,andyearsasa customer

A The wireless company could then look at the naturally
occurring clusters and consider tactics to increasesalesor
reducethe customerchurnrate, the proportion of customers
who endtheir relationshipwith a particular company
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KMeans Overview ofthe method
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K-Means Overview othe method

Overview othe Method

A Toillustratethe methodto find kclusters froma collection ofM objects withn
attributes, the two-dimensionakase (n 2) is examined.

A It ismucheasier to visualize thkemeans methodn two dimensions.
A Becausesachobijectin this examplehastwo attributes, it is usefulto consider

eachobject correspondingo the point [Xi,Yi],where x andy denote the two
attributesandi=1,2 X M.

A For a givencluster of m points (m <= M), the point that correspondsto the
Of dzanie&niéXabeda centroid

A In mathematics,a centroid refersto a point that correspondgo the center of
massfor anobject
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K-Means Overview othe method

A The k-means algorithm to find k clusers can be descibed in the following
four steps.

1. Choosehe valueof k and the k initial guessédar the centroids.

In thisexample k =3, and the initialcentroids are indicatetly the points
shaded irred, greenand blue inFigure4.2.

2.Computethe distancgrom eachdatapoint [Xi,Yifo each centroid.Assigreach point
to the closest centroidThisassociatiordefines thefirst k clusters.

Intwo dimensionsthe distanced, betweenanytwo points, [X1,Y1dnd[X2,Y2]
In the Cartesiarplane istypically expresselly using the Euclidean distance
measure.

(f V’fx‘ X4y )
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K-Means Overview ofthe method

3. Computethe centroid,the center of mass, of each newdgfinedcluster
from Step2.

A Intwo dimensionsthe centroid (Xc,Ygof the mpointsin ak-means
clusteris calculatedasfollows

E X, > y,
.I ‘ ] 1 1
m m

er 'y< VJ“

4. Repeat Step? and 3 until thealgorithm convergeto ananswer.
1. Assigreach pointto the closest centroid computenh Step3.
2. Computethe centroid of newlydefinedclusters.
3. Repeatuntil the algorithm reachesghe finalanswer.

A Convergencds reachedwhen the computed centroids do not changeor the
centroidsand the assignedpoints oscillatebackand forth from one iteration to
the next Thelatter casecanoccurwhenthere are one or more points that are
equaldistancedrom the computedcentroid
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K-Means Overview othe method

Determiningthe Numberof Clusters

A With the precedingalgorithm, k clusterscan be identified in a given
dataset,but what valueof k shouldbe selected?

A Thevalue of k can be chosenbasedon a reasonableguessor some
predefinedrequirement

A However, even then, it would be good to know how much better or
worse having k clustersversusk ¢ 1 or k + 1 clusterswould be in
explainingthe structureof the data.

A Next, a heuristic using the Within Sum of Squares(WSS)metric is
examinedio determineareasonablyoptimal valueof k.

A WSSsdefinedas

WSS = id(p,,q TP = EZ( P, —q, 1
f=1 =1 =1
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K-Means Overview othe method

A In other words, WSSs the sumof the squaresof the distanceshetween
eachdatapoint andthe closestcentroid.

A Theterm indicatesthe closestcentroid that is associatedwith the ith
point.

A If the points are relativelycloseto their respectivecentroids,the WSSs
relativelysmall Thus,if k + 1 clustersdo not greatlyreducethe value of
WSSfrom the casewith only k clusters,there may be little benefit to
addinganothercluster
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KMeans Diagnostics Reasons$o Choose
and Cautions
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Diagnostics

Diagnostics

A TheheuristicusingWSScanprovideat leastseveral possiblg values to
consider.

A Whenthe number of attributess relatively smallacommon approach
to further refinethe choice ofk is toplot the data todetermine how
distinct the identifiedclusters are from eacbther.

In generalthe following questions shoulde considered.
Arethe clusters well separated from eaciher?

Doanyof the clusters have onlg fewpoints?

Doanyof the centroidsappear to be toaloseto eachother?

To To Do o
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Diagnostics

A In thefirst case, ideally th@lot would looklike theone showrin Figure
1, whenn =2.

A Theclusters are welllefined,with considerable space betwedhe four
identified clusters.

A However,in other cases, such d@sigure 2the clusters maye closeto
each otherand thedistinction may nobe soobvious.
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Diagnostics

A In such cases, it importantto applysome judgment on whether
anything different will resulby usingmore clusters.

A For example, Figur@ uses sixlustersto describethe samedataset as
used in Figure 2.

A If usingmore clusters does not bettefistinguish thegroupsiit is almost
certainly betterto gowith fewer clusters.

Department of CSE, NSCHieni

Nadar Saraswathi College of
Engineering & Technolagy



Reason$o Choosaeand Cautions

A K-meansis a simple and straightforward method for defining clusters
Onceclustersand their associatedcentroidsare identified, it is easyto
assignnew objects (for example,new customers)to a clusterbasedon
the2 6 2 SISt@NEetom the closestcentroid

Becausdhe method is unsupervisedusingk-meanshelpsto eliminate
subjectivityfrom the analysis

Althoughk-meansis consideredan unsupervisednethod, there are still
severaldecisionghat the practitionermustmake

Whatobjectattributes shouldbe includedin the analysis?

Whatunit of measure (for example, miles or kilometers) shcagdused
for eachattribute?

Dothe attributesneed to berescaledso thatone attribute does not
havea disproportionateeffect on the results?

What other considerations miglatpply?

o o Do Io Do I»
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Reason$o Choosaeand Cautions

ObjectAttributes

A Regardingvhich object attributes (for example,ageand income)to use
In the analysis,it is important to understandwhat attributes will be
knownat the time anew objectwill be assignedo a cluster

The Data Scientistmay have a choiceof a dozenor more attributes to
usein the clusteringanalysis

Whenever possible and based on the data, it is best to reduce the
numberof attributesto the extentpossible

Too many attributes can minimize the impact of the most important
variables

Also, the use of several similar attributes can place too much
Importanceon onetype of attribute.

When dealing with the problem of too many attributes, one useful
approachis to identify any highly correlatedattributes and useonly one
or two of the correlatedattributesin the clusteringanalysis
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Reason$o Choosaeand Cautions

Unitsof Measure

A Froma computationalperspective the k-meansalgorithm is somewhat
indifferent to the units of measurefor a given attribute (for example,
metersor centimetersfor aLJl U A Iteighi). Q a

A However,the algorithmwill identify different clustersdependingon the
choiceof the units of measure

Rescaling

A Attributes that are expressedin dollars are common in clustering
analysesand candiffer in magnitudefrom the other attributes.

A For example, if personalincome is expressedin dollars and age is
expressedn years,the income attribute, often exceeding$10,000, can
easily dominate the distance calculationwith agestypically less than
100years
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DECISIONREE
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MachinelLearning

A Whatis machine learning?
Part ofAl

Machine Learning

Department of CSE, NSCHieni




MachinelLearning

A Whatis machinelearning?
A systemgets ability toautomatically learrandimprovebasedon

experience.
' g i
L
#
Ordinary system 'i
=

Ability to learn and improve
on its own
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MachinelLearning

Types of Machingearning

Supervised Learning Unsupervised Learning Reinforcement Learning
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MachinelLearning

Types of Machingearning

il +

Classification Regression Clustering
Problems with Problems wherein Problems wherein the
categorical solutions continuous value needs data needs to be
like “Yes' or ‘No’, ‘True'’ to ke predicted like organized to find
or ‘False’,'l" or 'Q' ‘Product Prices’, ‘Profit’ specific patterns like in

the case of ‘Product
Recommendaticn’
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Decisionlree

.
1)l

Classification

Problems with
categorical solutions
like ‘Yes’ or ‘No', True'
or 'False’ 'V or ‘0’

Logistic
Regression Random Forest
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Decisionlree

Most classificatiormethodsare supervisedjn that they start with a training
set of prelabeledobservationsto learn how likely the attributes of these
observations may contribute to the classification of future unlabeled

observations

AClassificatioms widelyusedfor predictionpurposes.

Example

AKClassificatin can help health care professonals diagnose heat disease
patients.

MBased orane-Y | A f Qa -@a&lyravielgfsalsd usklassificatiorto
decidewhetherthe incoming email messages aisgpam.

Department of CSE, NSCHieni

Nadar Saraswathi College of
Engineering & Technolagy



Decisionlree

A DecisionTree algorithm belongsto the family of supervised
learningalgorithms

A Unlike other supervisedlearning algorithms, decision tree
algorithm canbe usedfor solvingregressionand classification
problemstoo.

A A decision tree (also called prediction tree) uses a tree
structure to specify sequences of decisions and
conseguences
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Decisionlree

A Giveninput X=(4,X2..xn), the goal is to predict a responseor output
variableY.

A Each member dhe set(x1,x2 Xn)is called an inputariable.

A The prediction can be achievedby constructinga decisiontree with test
pointsandbranches

A At each test point, a decisionis made to pick a specific branch and
traverse down the tree. Eventually,a final point is reached, and a
predictioncanbe made

A Eachtest point in a decision tree involves testing a particular input
variable (or attribute), and each branch representsthe decision being
made
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Decisionlree

A The input values of a decisiontree can be categoricalor
continuous

A A decisiontree employs a structure of test points (called
nodes) and branches,which represent the decision being
made

A A nodewithout further branchess calleda leaf node. Theleaf
nodesreturn clasdabels
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Decisionlree

Root —Top internal node

Branch — Qutcome of test

............ Income Age <. Internal Node - Decision on variable

Yes No | <---Leaf Node — Class label
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Decisionlree

A Decision trees have two varieties: classification traedregression
trees.

A Classification trees usually apply to output variables that are
categorical often binaryt in nature, suchas yes or no, purchaseor
not purchaseandsoon.

A Regressioitrees, on the other hand, canapplyto output variablesthat
are numericor continuous,suchasthe predicted price of a consumer
goodor the likelihooda subscriptiorwill be purchased
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Decisionlree

In general,the objective of a decisiontree algorithmis to constructa
tree Tfrom atrainingsetS

If all the recordsin Sbelongto someclassC,or if Sis sufficientlypure
(greaterthan a presetthreshold),then that node is considereda leaf
nodeandassignedhe label C

In contrast, if not all the recordsin Sbelongto classCor if Sis not
sufficiently pure, the algorithm selects the next most informative
attribute Aand

partitions Saccordingto ! Walues Thealgorithm constructssubtrees,
T1,T2X for the subsetsof Srecursivelyuntil one of the following criteria
IS met:

I Allthe leaf nodes in the tree satisfy the minimum purityareshold.

I Thetree cannot be further split with the preset minimum puritghreshold.

I Anyother stopping criterion is satisfied (such as the maximum depth of thee).
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Decisionlree

A Thefirst stepin constructinga decision treds to choosethe most
iInformative attribute.

A Acommon wayto identify themost informative attributes to use
entropy-based methods.

A Theentropy methodsselect themost informative attributebasedon
two basicmeasures:

Nadar Saraswathi College of
Engineering & Technolagy

Entropy,which measures the impurity of amttribute
Information gain, whichmeasures theurity of anattribute

Entropyis ameasure othe randomnessn the informationbeingprocessedThe
higher theentropy,the harderit is to draw anyconclusions fronthat information.

Example-lipping acoin
Theentropy fora completely pure variables O and is for a setwith equal
occurrences for botlthe classes (head and taol; yesand no).
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Decisionlree
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