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UNIT 04 ςSOFTWARE AGENTS



Agentdefinitions

Â "An agent is anything that can be viewed as perceiving its 
environment through sensors and acting upon that environment 
through effectors.ò

Â "Autonomous agents are computational systems that inhabit some
complex dynamic environment, sense and act autonomously in this
environment, and by doing so realize a set of goals or tasks for
which they are designed."

Â ñAn autonomous agent is a system situated within  and a part of an 
environment that senses that  environment and acts on it, over time, in 
pursuit of its own agenda and so as to affect what it senses
in the future.ò
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Basic abstract view of an agent
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Reactivity

Â An agent has to be able to react [adapt its  behaviour] in an 
appropriate way to the dynamic  changes in its ñenvironmentò
Ç Other computational agents

Ç Human agents/users

Ç External information sources (e.g. sensors)

Ç Physical objects (e.g. robots)

Ç Internet
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Kindsof environments(I)

Â Accessible vs inaccessible

Ç An accessible environment is one in which the  agent 

can obtain complete, accurate, up-to-date  information 

about the environmentôsstate.

Ç Most moderately complex environments (including,  for 

example, the everyday physical world and the  Internet) are

inaccessible.

Ç The more accessible an environment is, the simpler  it is to 

build agents to operate in it.

7Dept of CSE NSCET,Theni



Kindsof environments(II)

ÂDeterministic vs non-deterministic
Â A deterministic environment is one in  which any action has 

a single guaranteed  effect ð there is no uncertainty about 
the  state that will result from performing an  action.

Â The physical world can to all intents and  purposes be 
regarded as non- deterministic.

Â Non-deterministic environments present  greater problems 
for the agent designer.
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Kindsof environments(III)

ÇEpisodic vs non-episodic

ÂIn an episodic environment, the performance of an agent is
dependent on a number of discrete episodes, with no link
between the performance of an agent in different scenarios.

ÂEpisodic environments are simpler from the  agent developerôs 
perspective because the  agent can decide what action to perform 
based  only on the current episode ð it need not reason  about 
the interactions between this and future episodes.
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Kindsof environments(IV)

.

Ç Static vs dynamic

Â A static environment is one that can be assumed to  remain 

unchanged except by the performance of  actions by the agent.

Â A dynamic environment is one that has other  processes 

operating on it, and which hence  changes in ways beyond the 

agentôscontrol.

Â The physical world is a highly dynamic environment.
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Kindsof environments(V)

Ç Discrete vs continuous

Â An environment is discrete if there are a fixed,  finite number 

of actions and percepts in it.

Â The real world is a continuous environment.
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Agentarchitectures

Â An architecture proposes a particular methodology for 
building an autonomous  agent
Ç How the construction of the agent can be  decomposed into 

the construction of a set of component modules

Ç How these modules should be made to interact

Ç These two aspects define how the sensor data and the current 
internal state of the agent  determine the actions (effector 
outputs) and future internal state of the agent
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From perception to action

f = state update function

s = internal state

g = output function
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Main kinds of agentarchitectures

ÂReactive architectures
Ç Focused on fast reactions/responses to 

changes  detected in the environment

ÂDeliberative architectures (symbolic)
Ç Focused on long-term planning of actions, 

centred  on a set of basic goals

ÂHybrid architectures
Ç Combining a reactive side and a deliberative side
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Reactive vs Deliberative:example

Â Robot that has to reach a certain point

Ç Reactive

Â Sensor in the front of the robot

Â Change movement right/left when sensor detects obstacle

Ç Minimal computation based on current location 

and destination  point

Ç Deliberative

Â Explicit representation of the environment (map)

Â Planning procedure that finds the minimal route between the  

current position and the destination

Ç High computational cost

Ç Possible dynamic re-plannings needed
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ReactiveArchitectures

Â There are many unsolved (some would say  insoluble) 

problems associated with symbolic AI

Ç Computational cost, brute search

Ç Problems below the 100 ms threshold

Â For example, face recognition

Â These problems have led some researchers to question the  viability of the 
whole paradigm, and to the development of reactive architectures

Â Although united by a belief that the assumptions  underpinning mainstream 
AI are in some sense wrong,  reactive agent researchers use many 
different techniques
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Reactive agents ïbasicideas

ÇReactive agents have

Âat most a very simple internal representation of  the

world,

Âbut provide tight coupling of perception and  action

ÇBehaviour-based paradigm

Ç Intelligence is a product of the interaction 

between an agent and its environment
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Classic example: antcolony

Â A single ant has very  little 
intelligence,  computing 
power or  reasoning abilities

Â The union of a set of  ants 
and the  interaction between  
them allows the  formation 
of a highly  complex, 
structured  and efficient
system.
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Main characteristics(I)

Â Emergent functionality

Ç Simple agents

Ç Simple interaction

Ç Complex behaviour patterns appear as a result of  the dynamic

interactions

Ç The global behaviour of the system is not  specified a

priori

Â Dynamic movement of robots, depending on obstacles

19Dept of CSE NSCET,Theni



Main characteristics(II)

Â Task decomposition

Ç Agents composed of autonomous modules

Ç Each module manages a given task

Â Sensor, control, computations

Ç Minimal, low-level communication between  modules

Ç There isnôt any world globalmodel

Ç There isnôt any ñplanning/controlleragentò
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Main characteristics(III)

ÂRaw data
Ç Basic data fromsensors

Ç ¢ƘŜǊŜ ƛǎƴΩǘ ŀƴȅ ŎƻƳǇƭŜȄ ǎȅƳōƻƭƛŎ  ƳŀƴŀƎŜƳŜƴǘ ƻŦ Řŀǘŀ ŀǎ ƛƴ ŎƭŀǎǎƛŎŀƭAI

Â Refusal of the Hypothesis of the physicsymbols  system [basic pillar of symbolic
AI]

Ç άLƴǘŜƭƭƛƎŜƴǘ ōŜƘŀviour canonlybeobtainedin symbol- ǇǊƻŎŜǎǎƛƴƎ ǎȅǎǘŜƳǎέ
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Basicconcept

Ç Each behaviour continually maps perceptual  input to action output

Ç Reactive behaviour: action rules: S A

where S denotes the states of the environment,  and A the primitive 

actions the agent is capable of  performing.

Ç Example:

action(s) =
Heater

off,

Heater

on,

if temperature is OK in state s

otherwise
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Basic schema of reactivearchitecture
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Brooks refutal of symbolicAI

Â Brooks has put forward three theses:

1. Intelligent behaviour can be generated without  explicit 

representations of the kind that symbolic  AI proposes

2. Intelligent behaviour can be generated without  explicit 

abstract reasoning of the kind that  symbolic AI proposes

Ç Reduced computation on sensor-like data

3. Intelligence is an emergent property of certain  complex

systems
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Brooks ïkey ideas(I)

Ç Situatedness: óRealô intelligence is situated  in theworld

Â The world is its best model

Â The world is always up-to-date

Â A model is an abstraction, a simplification of  the world, considering 
a particular set of  characteristics and disregarding others
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Brooks ïkey ideas(II)

Ç Embodiment: óRealô intelligence requires a  physical body, 
and cannot be found in  disembodied systems such as 
theorem  provers or expert systems

Â Physical robots

Ç Intelligence and emergence: óIntelligentô  behavior arises as a 
result of an agentôs  interaction with its environment. Also,  
intelligence is óin the eye of the beholderô; it is  not an innate, 
isolated property
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Brooks ïbehaviourlanguages

Â To illustrate his ideas, Brooks built some  systems based 
on his subsumption  architecture

Â A subsumption architecture is a hierarchy  of task-
accomplishing behaviours

Â Each behaviour is a rather simple rule-like  structure
Â Each behaviour ócompetesô with others to  exercise control 

over the agent, as different  behaviours may be applicable 
at the same  time
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Behaviourlayers

Â Lower layers represent more primitive kinds of  behaviour (such 
as avoiding obstacles)

Â Higher layers represent more complex  behaviours (e.g. 
identifying an object)

Â Lower layers have precedence over layers  further up the
hierarchy

Â The resulting systems are, in terms of the amount of
computation they do, extremely simple

Â Some of the robots do tasks that would be  impressive if 
they were accomplished by  symbolic AI systems
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Decomposition Based on  Task AchievingBehaviours
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Situated Automatacomponents

Â An agent is specified in terms of two  components: 

perception and action

Â Two programs are then used to synthesize  agents

Ç RULER is used to specify the perception  component of 

an agent

Ç GAPPS is used to specify the action component
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Circuit Model of a Finite-StateMachine

RUL

ER

GAP

PS
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RULER ïSituatedAutomata

Â RULER takes as its input three components

Ç The semantics of the agent's inputs (ówhenever bit 1 is on,  it israiningô)

Ç A set of static facts (ówhenever it is raining, the ground is  wetô)

Ç A specification of the state transitions of the world (óifthe  ground is wet, 

it stays wet until the sun comes outô).

Â The programmer then specifies the desired  semantics for the 

output (óif this bit is on, the ground  iswetô)

Â The compiler designs a circuit whose output will  have the 

correct semantics
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GAPPS ïSituatedAutomata

Â The GAPPS program takes as its input
Ç A set of goal reduction rules,
Â Rules that encode information about how goals can be achieved in a

given state

Ç A top level goal

Â Then it generates a program that can be translated
into a digital circuit in order to realize the goal

Â The generated circuit does not represent or  manipulate 
symbolic expressions; all symbolic  manipulation is done 
at compile time
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Advantages of ReactiveAgents

Â Simplicity of individual agents

Â Flexibility, adaptability

Ç Ideal in very dynamic and unpredictable environments

Â Computational tractability

Ç Avoiding complex planning/reasoning procedures

Ç Avoiding continuous model update

Â Robustness against failure

Ç No central planning component (e.g. ant colony)

Â Elegance
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Limitations of Reactive Agents(I)

Â Agents without environment models must have  sufficient 
information available from local  environment

Â If decisions are based on local environment,  how can 
we take into account non-local information?
Ç ñShort-termòview

ÂNo long-term planning capabilities

Â Limited applicability
Ç Games, simulations, basic robots (insects)
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Limitations of Reactive Agents(II)

ÂDifficult to make reactive agents that learn
Ç Dynamic evolution of rules?

Â Since behaviour emerges from component  interactions plus 
environment, it is hard to  see how to engineer specific 
agents (no  principled methodology exists)

Â It is hard to engineer agents with large  numbers of 
behaviours (dynamics of  interactions become too 
complex to  understand)
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Deliberative agentarchitecture

ÇExplicit symbolic model of theworld

ÇDecisions are made via logical reasoning,  based on pattern 
matching and symbolic  manipulation

ÇSense-plan-act problem-solving paradigm  of classical AI 
planningsystems
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Basic deliberativearchitecture
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Practicalreasoning

ÂReasoning directed towards actions ð the  process of 
figuring out what to do:
ñPractical reasoning is a matter of weighing conflicting  considerations 
for and against competing options,  where the relevant considerations 
are provided by  what the agent desires and what the agent believes.ò  
(Bratman)

òWe deliberate not about ends, but about means. We  assume the end 
and consider how and by what means  it is attained.ò(Aristotle)
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Human practicalreasoning

ÂHuman practical reasoning consists of two  activities:

Ç Deliberation, deciding what state of affairs  we want to
achieve

Â the outputs of deliberation are intentions

Ç Means-ends reasoning, deciding how to  achieve 
these states of affairs

Â the outputs of means-ends reasoning are
plans
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Belief-Desire-Intentionparadigm

Â Beliefs:

Ç Agentôs view of the  

environment/world.

Â Desires:

Ç Follow from the beliefs.  
Desires can be unrealistic  
and inconsistent.

Â Goals:

Ç A subset of the desires. 
Realistic and consistent.

Determine potential  
processing.

Â Intentions:

Ç A subset of the goals. A  
goal becomes an  
intention when an agent  
decides to commit to it  
(e.g. by assigning  
priorities to goals)

Â Plans:

Ç Sequences of actions that  

are needed to achieve the  

intentions, given the  

agentôs beliefs

41Dept of CSE NSCET,Theni



BDI plans

Â In BDI implementations plans usually have:
Ç a name

Ç a goal

invocation condition that is the triggering event for the plan

Ç a pre-condition list
list of facts which must be true for plan to be executed

Ç a delete list
list of facts that are no longer true after plan is performed

Ç an add list
list of facts made true by executing the actions of the plan

Ç a body

list of actions
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Belief-Desire-Intentionarchitecture
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Intention is choice with commitment  

(Cohen & Levesque)
Â There should be òrational balanceò among the beliefs, goals,  plans, intentions, 

commitments and actions of autonomous  agents.

Â Intentions play a big role in maintaining òrationalbalanceò

Â An autonomous agent should act on its intentions, not in spite of  them

Ç adopt intentions that are feasible

Ç drop the ones that are not feasible

Ç keep (or commit to) intentions, but not forever

Ç discharge those intentions believed to have been satisfied

Ç alter intentions when relevant beliefs change
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Using plans to constrainreasoning

Â An agentôs plans serve to frame its subsequent  reasoning 

problems so as to constrain the amount  of resources needed to 

solve them

Ç Agents commit to their plans

Ç Their plans tell them what to reason about, and

what not to reason about

Ç Plans can help reasoning in differents levels of  abstraction
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Intentionreconsideration

Â Intentions (plans) enable the agent to be goal-driven rather than

event-driven.

Â By committing to intentions the agent can pursue long- term goals.

Â However, it is necessary for a BDI agent to reconsider  its intentions 

from time to time:

Ç The agent should drop intentions that are no longer  achievable.

Ç The agent should adopt new intentions that are  enabled by

opportunities.
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Problemsin thedeliberativeapproach

Â Dynamic world
Ç Update symbolic world model

Ç World changes while planning is being done

Â Representation language
Ç Expressive enough to be useful in any domain

Ç Limited enough to be computationally tractable

Â Classical planning => complete, optimal solutions
Ç High computational cost

Ç Sometimes a sub-optimal low-cost fast reaction can be  effective
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HybridApproaches
Â Many researchers have argued that neither a  completely 

deliberative nor a completely reactive  approach are suitable for 

building agents

Â They have suggested using hybrid systems, which  attempt to marry 

classical and alternative approaches

Â An obvious approach is to build an agent out of two  (or more)

subsystems:

Ç a deliberative one, containing a symbolic world model, which develops plans

and makes decisions in the way proposed by symbolic AI

Ç a reactive one, which is capable of reacting quickly to events without complex

reasoning
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Hybridagentarchitecture
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LayeredArchitectures

ÂOften, the reactive component is given some  kind of 

precedence over the deliberative one

Â This kind of structuring leads naturally to the  idea of a 

layered architecture, of which  TOURINGMACHINES and 

INTERRAP are  examples

ÂIn such an architecture, an agentôs control  subsystems are 

arranged into a hierarchy,  with higher layers dealing with 

information at  increasing levels of abstraction
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Layeringtechniques

Â A key problem in such architectures is what kind of  control 

framework to embed the agentôs subsystems  in, to manage the 

interactions between the various  layers.

Â Horizontal layering

Each layer is directly connected to the sensory input  and action

output.

In effect, each layer itself acts like an agent,  producing 

suggestions as to what action to perform.

Â Vertical layering

Sensory input and action output are dealt with by at  most one 

layer each.
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Horizontallayering
m possible actions suggested by each layer, n layers

O(mn) possible  

options to be  

considered

Introduces bottleneck  

in central control system
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Vertical layering
m possible actions suggested by each layer, n layers

O(mn) interactions  

between layers

Not fault tolerant to  

layer failure
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Cooperativeplanninglayer

ÂWorks with the social model (beliefs on  other 

agents of the system)

Â Allows planning and cooperation with other  agents

Ç Global plans of action

Ç Conflict resolution
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Critiques to hybridarchitectures

Â Lack of general design guiding  methodologies

Â Very specific, application dependent

ÂUnsupported by formal theories
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Collaborative Agents(I)

Â A multi-agent system (MAS)  may be 

seen as a collection of  collaborative

agents

Â They can communicate and cooperate 

with other agents,  while keeping their

autonomy

Â They usually negotiate with  their peers 

to reach mutually  acceptable 

agreements during cooperative 

problem solving
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Collaborative Agents(II)

Â They normally have limited learning capabilities

ÂCollaborative agents are usually  deliberative agents 
(e.g. BDI model), with  some reasoning capabilities

Ç Reactive agents can hardly communicate and collaborate
(only through actions that modify the common
environment)

Â They are usually static, complex agents
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Collaborative Agents: Motivations(I)

Â To solve problems that are too large for a  single 

centralised agent

Ç Huge amount of knowledge to be considered

Ç Many computational resources needed to  solve the

problem

Ç Risk of having a centralised system

58Dept of CSE NSCET,Theni



Collaborative Agents: Motivations(II)

Â To create a system that functions beyond the  
capabilities of any of its members
Ç Added value of a MAS

Â To allow for the interconnection and inter-
operation of existing legacy systems
[ Recall agentification mechanisms seen on the  previous 

lecture: translators, wrappers]

Ç DBs, expert systems, electronic equipment, sensors

Example: organ transplant coordination
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Collaborative Agents:Applications

Â Provide solutions to physically distributed  problems
Ç Disaster in a city (police, firemen, ambulances)

Â Provide solutions to problems with distributed 
data sources
Ç Sensor network monitoring a given area

Â Provide solutions that need distributed  expertise
Ç Health care provision (family doctors, nurses,  specialists, 

laboratory analysis, é)
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Benefits of Multi-Agent Systems(I)

ÂModularity

Ç Each agent is specialised in the solution of a  particular kind 

of problems (leading also to reusability)

Ç The complexity of the construction of agents is  reduced

Ç The process of solving a complex problem is  reduced to 

solving easier subproblems
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Benefits of Multi-Agent Systems(II)

Â Efficiency

Ç Problems can be solved more quickly, due to the  inherent

concurrency/parallelism

Ç Different agents are working at the same time in  different parts 

of a problem

Â These subproblems can be independent or (slightly) dependent

Ç Share partial results

Ç Coordinate the use of shared resources
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Benefits of Multi-Agent Systems(III)

ÂReliability
Ç Avoid single point of failure in centralised  systems

Ç We can have redundancy
Â Different agents of the same type

Â Different agents that can do a certain task

Ç If an individual agent fails, the other agents  can take its work 
and re-distribute it  dynamically
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Benefits of Multi-Agent Systems(IV)

Â Flexibility

Ç Agents can be created/deleted dynamically,  depending on the 

amount of work to be done, the  available resources,etc

Ç Agents can dynamically generate subtasks and  look for 

helping agents

Ç Agents with different skills may dynamically form  

teams/coalitions to work together
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Conflict management

Â Examples

Ç Two sub-solutions are incompatible

Ç Conflicts in the use of shared resources

Â Agents have to communicate with each other to  

solve these situations

Â There may be different solutions to the same  

subproblem
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Agentsupportin task execution(I)

Â Task sharing

Ç An agent can request the help of other agents to  solve a particular

task

Â Too complex / expensive for the agent to do individually

Â It can know that other agents have the appropriate  knowledge/skills to 

solve that task

Â It can know that other agents already have to solve that  task

Ç Problem of task assignment

Â Who can I ask for help?

Â How do I know what tasks can other agents do?
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Agentsupportin task execution(II)

Â Result sharing
Ç Use intermediate results obtained by other agents

[ For example, traffic routes to certain points of the city ]

Ç Agents can provide intermediate subsolutions to help other  agents in their
work

Ç That allows a fast recognition of

Â Incorrect solutions

Ç An agent, on the basis of its knowledge, can detect an error on  
the results of other agents

Â Conflictive solutions

Ç An agent can detect possible conflicts between its results and  
subsolutions of other agents

Ç Cooperation/Negotiation to solve these problems
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4-Resultsynthesis

Â Put together the results of all agents to  find 

the complete solution

Â Who makes it?

Â How is it made?

Â If each subproblem has a unique  

solution, it is a relatively easy step

Â Otherwise, there may be need of conflict 

detection, task re-assignment,

...
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Why do we need Agent Communication?

ÂMulti agent systems allow distributed  problem solving

Â This requires the agents to coordinate their actions

Â Agent communication facilitates this by  allowing 

individual agents to interact

Ç allows cooperation

Ç allows information sharing
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CommunicationCategories

ÂWe can classify communication in a 

mechanistic manner

Ç via the type of sendee-addressee link

Ç via the nature of the medium

Â or in a higher level meaning-based  manner

Ç via the type of intention
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The Sendee - AddresseeLink

ÂCommunication can be

Ç Point to Point

ÂAn agent talks directly to another agent

Ç Broadcast

ÂAn agent sends some information to a group  of agents

ÇMediated

ÂThe communication between two agents is  mediated by a third party

ÂExample: facilitators
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Communication via facilitator (I)
Agent1

Facilitator

Agent2

1

4
3

5

2

1. Agent_2 tells the facilitator the services it provides

2. Agent_1 asks to the facilitator who can provide a certain  service with some

conditions

3. The facilitator requests the service to agent_2

4. Agent_2 provides the answer

5. The facilitator sends the answer to agent_1
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Communication via facilitator (II)

1. Agent_2 tells the facilitator the services it provides

2. Agent_1 asks to the facilitator who can provide a certain  service with some conditions

3. The facilitator tells agent_1 that agent_2 can do that  service

4. Agent_1 requests the service from agent_2

5. Agent_2 sends the answer to agent_1

Agent1

Facilitator

Agent2

1

4

5

3

2
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Locating otheragents

Â Unless we use some broadcast techniques  (e.g. 

blackboard systems), agents must  know the address 

of other agents - possible  solutions are

Ç Complete internal directory

Ç Partial/hierarchical internal directory

Ç Mediated (e.g. JADEôsDF)
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Natureof themedium

Â Direct routing
Ç Message sent directly to other agent(s) with no interception  

or attenuation in strength

Â Signal propagation routing
Ç Commonly used by reactive agents

Ç Agent sends signal whose intensity decreases according to  

distance (e.g. physical robots)

Â Public notice routing
Ç Blackboard systems
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Agentcommunication

Â Basic options used in MAS

Ç Blackboard systems

Ç Direct message passing
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BlackboardSystems

blackboardagent

agent

agent
agent

agent

agent

agent
agent
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Blackboard-basedcommunication

Â Each agent can put  information/data/knowledge on the  

common information space

Â Each agent can read from the  blackboard at any

moment

Â There is no direct communication  between agents
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Information in blackboard

ÂData of the common problem

ÂCurrent state of the solution

ÂNext subproblems to be solved

ÂRequests of help

Â Present task of each agent

Â Intermediate results
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Uses of blackboard

Ç Detect conflicts

Â Different agents that want to perform the same task

Ç Notice incompatible solutions

Â Solutions using a shared resource at the same time

Ç Share results

Â Agents can use partial/complete results obtained by  other agents

Ç Share tasks

Â Agents can request help in solving sub-tasks
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Advanced blackboard systems(I)

ÂModerator agent

Ç Advertises in the blackboard the next problems to  be solved

Ç Checks which agents offer to solve them

Ç Assigns the pending problems to the agents

Â It has internal domain and system knowledge to make  this 

assignment

Â The blackboard is also used to communicate the  assignments
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Advanced blackboard systems(II)

ÂDispatcher agent

Ç Tells the agents registered in a blackboard  about the 

changes produced on it that can be  interesting / relevant for

them

Â Example: new problem announcement => tell the  agents that can 

be potentially interested in solving it

Ç Agents do not need to be continuously  checking the

blackboard

82Dept of CSE NSCET,Theni



Blackboard systems summary(I)

Â Positive aspects

Ç Flexible mechanism that allows  

communication/cooperation

Â E.g. n blackboards

Ç Independent of cooperation  

strategy

Ç It does not place any  

restriction on the agentsô  

internal architecture

83Dept of CSE NSCET,Theni



Messagepassing

Â Information is passed from one agent to  another. The 

nature of this information can be  very varied. Speech acts 

provide one way to  describe this variety

Agent1

(Sender)

Agent2

(Receiver)

message
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SpeechActs

Â Most treatments of communication in  multi-agent systems borrow their  

inspiration from speech act theory

Â Speech act theories are pragmatic theories of language, i.e., theories of  

language use: they attempt to account for how language is used by people 

every  day to achieve their goals and intentions

Â The origin of speech act theories is  usually traced to Austinôs 1962

book,  How to Do Things with Words
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Speech Act Theory
Â Austin noticed that some utterances are like  óphysical 

actionsô that appear to change the state  of the world

Â Paradigmatic examples would be:
Ç Declaring war

Ç óI now pronounce you man and wifeô

Â But more generally, everything we utter is  uttered with the 

intention of satisfying some goal

Â A theory of how utterances are used to achieve  intentions 

is a speech act theory
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SpeechActs

Â A speech act is an act of communication

Â Speech does not imply any particular  communication

media

Â There are various types of speech act

Â By using the various types of speech act,  agents can interact

effectively
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Types of speechact

Â inform other agents about some data

Â query others about their current situation

Â answer questions

Â request others to act

Â promise to do something

Â offer deals

Â acknowledge offers and requests

Âé
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Speech acts types ïSearle(I)

Â Representative

Ç Communicate some state of affairs

Â Informing, asserting, claiming, describing,

é

Â Commissive

Ç Commit the speaker to some future  course of action

Â Promising, agreeing, threatening, inviting,  offering, swearing, volunteering, ...
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Speech acts types ïSearle(II)

Ç Directive

Â Intention to get the receiver to carry out some action

Ç Requesting, commanding, daring, asking, begging,  forbidding, advising, ...

Ç Declaration

Â Bring about a state of affairs

Ç Arresting, marrying, declaring, ...

Ç Expressive

Â Indicate the speakerôs psychological state ormental  attitude
Ç Thanking, greeting, congratulating, apologizing, ...
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Speech Act components

Â In general, a speech act can be seen to have  two

components:

Ç a performative verb:

(e.g., request, inform, promise, é)

Ç propositional content:

(e.g., ñthe door isclosedò)
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CommunicationStandards

Â Agents must understand each other  even if running on 

different machines  and/or different operating systems

Â Standards

Ç allow different groups to write cooperating  agents

Ç help abstract out communication, by  defining high-level 

general languages and  protocols
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FIPA

Â Foundation for Intelligent Physical Agents

Â Beginning (1996): stand-alone non-profit  organisation

Â Now: IEEE Computer Society standards committee

Â Mission: develop and promote agent standards
Ç MAS architecture

Ç Agent communication  language (FIPA-ACL)

Ç Communication protocols
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( inform

:send

er

agen

t1
:receiver hpl - auction -
server
:content(price (bid 

good02) 150):in - reply - to
round - 4

:reply - with bid04

:language sl
:ontology hpl -

auction)

Begin message structure

Communicative act type

Message parameters

ACL message

Message content

expression

Parameter  

expression

Components of a FIPA-ACL message
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Parametersin aFIPAACL message

Â :sender - who sends the message

Â :receiver - who is the recipient of the message

Â :content - content of the message

Â :reply-with - identifier of the message

Â :reply-by - deadline for replying the message

Â :in-reply-to - identifier of the message being replied

Â :language ïlanguage in which the content is written

Â :ontology - ontology used to represent the domain  concepts

Â :protocol - communication protocol to be followed

Â :conversation-id - identifier of conversation
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FIPA-ACL performatives
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Inform

ÂContent: statement

Â The sender informs the receiver that a  given 
proposition is true

Â The sending agent:
Ç holds that some proposition is true

Ç intends that the receiving agent also comes  to believe that the 
proposition is true

Ç does not already believe that the receiver  has any 
knowledge of the truth of the  proposition
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Inform example

( inform

: sender

: receiver

: content

: language

(agent - identifier :name i)  

(agent - identifier :name j)  

òdoor( now, open )"  

Prolog)

)
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Request

ÂContent: action

Â The sender requests the receiver to  perform some
action

Â The sending agent:

Ç intends the action content to be performed

Ç believes recipient is capable of performing  this action

Ç does not believe that receiver already  intends to perform

action
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Requestexample

(request

:sender

:receiver

:content

(agent-identifier :name i)  

(agent-identifier :name j)

(action (agent-identifier :name j)  
open_the_door)

fipa-sl:language

)
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Communicationprotocols

Â There are many situations in which agents  engaged in a 

dialogue with a certain purpose  exchange the same 

sequence of messages

Ç When an agent makes a question to another

Ç When an agent requests a service from another

Ç When an agent looks for help from other agents

Â To ease the management of this typical  message 

interchanges we can use  predefined protocols
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FIPA-Request  protocol

102Dept of CSE NSCET,Theni



FIPA-Query  protocol
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FIPA- ContractNet  protocol
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FIPA ContractNet

Agent

agent

1) cfp

1) cfp

2) propose

1) cfp 5) accept-proposal

5) reject-proposal

1) cfp

3) propose

5) reject-proposal

6) inform

4) propose

agent

agent

agent
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